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**Abstract.** Context plays a paramount role in our language and conversations, more recently they have found an equally significant place as a metric in recommendation engines. Whereas earlier recommendations were used to be given only on the basis of the User and Item details, the addition of contexts to the mix makes for more personalized suggestions. Due to this unique advantage and the problem of great sparsity in contextual data, it has been the focus of much research of late. In our paper we propose a novel approach to tackle this problem of the sparsity of data, increasing dimensionality and development of an effective model for a Context-Aware Recommender System (CARS). We further go on give relevance, in the form of assigning weights even to the individual attributes of each context. We used Differential Context Weighting (DCW) as the rating model to obtain the desired ratings. DCW is the enhanced and more accurate version of Differential Context Relaxation (DCR) model, and has been shown to be quite efficient over other models being currently used. To optimize the weights that are required for DCW, we employ metaheuristic techniques, and towards this, we have further gone on to experimentally compare two of the most popular optimization and feature selection metaheuristic methodologies being used, namely Particle Swarm Optimization (PSO) and the Firefly Algorithm (FA). Results of the two techniques are compared and recommendations using the optimal one are obtained.
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# 1 Introduction

Recommender systems continue to be one of the most researched fields in recent times and find extensive usage in e-commerce, personalized marketing or recommending products, places, music amongst other things. An internet user is quite likely to come across a recommendation service, sometimes without even being explicitly aware of it. Whereas one cannot deny the advantage a good and timely recommendation offers to the user, we do however have to accept that a huge margin of improvement still remains in their working. Usage of a high number of, and forever evolving, artificial intelligence and machine learning techniques, makes sure that there is a boundless potential in terms of their optimization. Traditional recommendation engines were used to working on just two factors, which are the Users and the Items. More recently there have been efforts to include “contexts” in the recommendation process as well [1], enabling us to give even more specific and improved suggestions. These recommendation engines are called Context-Aware Recommender Systems or simply CARS.

Context, one entity that has the potential to alter, or put into perspective any conversation or communication we have. Over time its role in recommendation engines has also grown, helping to provide more potent and personalised suggestions. A context can be as simple as the users’ location, day, time, or it could be their mood, and even their companions. Both implicit and explicit contexts are relevant, and as contexts do, they have the ability to change over time for the same user. Context-Aware Recommender Systems (CARS) incorporate them in the hope to provide efficient recommendations, and towards this extent a number of models have been put forward. There are two primary ways in which this process of incorporation takes place, namely the Filtering and the Modelling approach as given by Adomavicius et al. [2]. The filtering approach is further subdivided into two approaches, depending on the time filtering is done, namely pre-filtering and post-filtering approach. However, in both of these the contexts are not incorporated directly instead used as a filter, thus the second approach of modelling is preferred since it directly utilizes contexts to give recommendations. Once the approach has been finalized we now have to choose a rating model to find the desired ratings.

One rating model that could be used in CARS is the Differential Context Relaxation (DCR) model [3, 4]. In DCR a subset of features are selected that are then used for giving recommendations. What happens as a result is that not all features are effectively incorporated and instead the suggestions are just based on a small subset of, sometimes even arbitrary constraints. Due to the lack of an effective model, it was perhaps necessary at the beginning to tackle the problem of sparsity, but now the more nuanced and accurate approach call Differential Context Weighting (DCW) has stormed the marketplace of ideas and has been shown to be a substantial improvement over DCR. This pioneering work was also done by, team of the foremost researchers and authorities in the field of contextual recommendations, Zheng et at. [5]. DCW started giving weights to each of the features, and then these weighted contexts were used for evaluation. So unlike in the relaxation technique of leaving behind some contexts, now all the features could be included and the end recommendation was as a result more potent. The process of assigning weights further needs an optimization step, wherein we decide how and what are the weights that are going to be assigned to the features. This optimization can be done by applying metaheuristic techniques.

Metaheuristics [6, 7] are being increasingly used and researched in optimization related methodologies, primarily due to their ability to reduce the time in computation and their being independent of gradient based analysis; the caveat is that a global optimal solution is not necessarily always found. Our focus is on nature based metaheuristic techniques, namely Particle Swarm Optimization (PSO) and Firefly Algorithms (FA). PSO, like other swarm intelligence techniques is inspired by insects, birds, or animals’ behaviour in nature and how they swarm [8, 9]. A population based optimization, where each particle has a defined position in the space of particles, and depending upon the velocity, which is the speed and direction, their convergence can be evaluated. Firefly Algorithms, unlike PSO which used bees and birds as reference, uses fireflies and their organization as a metric [6, 10, 11], with the idea being the correlation between the brightness/glow of the fireflies to the values of objective function. In our paper we have compared and analysed both these methods across a number of metrics to find out which would be more suitable for optimization in DCW, and eventually better recommendations in CARS.

The objective of this paper is to find an efficient and economic approach of giving context aware recommendations. Towards this extent we have used DCW as a rating model. We have further enhanced and improved upon the existing methodology of using contexts by giving relevance in the form of weights to the individual attributes of all the features. Let us say that if choice of companion is feature, then apart from giving weights to the entire metric, individual attributes of companion like, family, alone, significant other and son, have also been assigned weights. This has helped to make the recommendations even more potent, and to the best of our knowledge, this method hasn’t been implemented before. The data we use of movies, is vast and has a plethora of features to choose upon from. Due to the paucity of good contextual data available, we have used one of the most extensive data available, and the permission for the same has also been obtained. We have further gone on to compare two of the most usable, popular and efficient optimization techniques that exist, PSO and FA, and compared them on a number of metrics to find which of them is more suitable to our problem. PSO was found to be the better alternate, and was thus used to obtain desired recommendations.

# 2 Differential Context Weighting (DCW)

Differential Context Relaxation (DCR) works on the principle of assigning binary values to each context i.e. 0 or 1. ‘1’ when the context is present and ‘0’ when context is not present. Example dataset of movie recommendations is given in Table 1 below:

**Table 1.** Example: contextual ratings of users for movie ‘i’
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Unlike DCR, Differential Context Weighting works on the principle of assigning some weights to the given contexts instead of just assigning them values of ‘0‘or ‘1’. These weights have the range of all real numbers between ‘0’ and ‘1’. These weights can be seen as the amount of contribution each context makes to the final rating. If a context has more weight that means it contributes more to the actual rating as compared to the context with low weights. The similarity metric which we use for calculating the similarity between two contexts, given the weights for each context is weighted Jaccard similarity function. The key parameters for the weighted Jaccard similarity function are sigma and c, where sigma is the vector containing weights for all the contexts and c is the given context for the user. The weighted Jaccard similarity is given by:

![](data:image/x-wmf;base64,183GmgAAAAAAAEAOQAUBCQAAAAAQVQEACQAAA0sCAAADABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCQAVADhIAAAAmBg8AGgD/////AAAQAAAAwP///7D///8ADgAA8AQAAAsAAAAmBg8ADABNYXRoVHlwZQAAIAEIAAAA+gIAABAAAAAAAAAABAAAAC0BAAAFAAAAFAKgAnIHBQAAABMCoAL/DRwAAAD7AsD9AAAAAAAAkAEAAAACBAIAEFN5bWJvbAAAUCIgdLZzr87+////7x4K+wAACgAoJVQABAAAAC0BAQAIAAAAMgqFBIkHAQAAAOV5CAAAADIK9wGJBwEAAADlehwAAAD7AiD/AAAAAAAAkAEAAAACBAIAEFN5bWJvbAAAUCIgdLZzr87+////rxgKsQAACgDoIlQABAAAAC0BAgAEAAAA8AEBAAgAAAAyCs0EuQoBAAAAyHoIAAAAMgrNBLgJAQAAAM56CAAAADIKPwK5CgEAAADHeggAAAAyCj8CuAkBAAAAznkcAAAA+wKA/gAAAAAAAJABAAAAAgQCABBTeW1ib2wAAFAiIHS2c6/O/v///+8eCvwAAAoA6CNUAAQAAAAtAQEABAAAAPABAgAIAAAAMgoAA0AGAQAAAD16HAAAAPsCIP8AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuAP7///+vGAqyAAAKAGgkVAAEAAAALQECAAQAAADwAQEACAAAADIKzQRvCwEAAABkeggAAAAyCs0ESgoBAAAAY3oIAAAAMgrNBFMJAQAAAGZ5CAAAADIKjARSDQEAAABmeggAAAAyCj8CbwsBAAAAZHkIAAAAMgo/AkoKAQAAAGN6CAAAADIKPwJTCQEAAABmeQgAAAAyCv4BUg0BAAAAZnkcAAAA+wKA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/v///+8eCv0AAAoAqCRUAAQAAAAtAQEABAAAAPABAgAIAAAAMgoAA+wCAQAAAGR5CAAAADIKAAOuAQEAAABjeQgAAAAyCgADTAABAAAASnkcAAAA+wKA/gAAAAAAAJABAQAAAgQCABBTeW1ib2wAAFAiIHS2c6/O/v///68YCrMAAAoAyCVUAAQAAAAtAQIABAAAAPABAQAIAAAAMgosBBEMAQAAAHN5CAAAADIKngERDAEAAABzfAgAAAAyCgADQgQBAAAAc3ocAAAA+wKA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/v///+8eCv4AAAoACCVUAAQAAAAtAQEABAAAAPABAgAIAAAAMgoAA2gFAQAAACl5CAAAADIKAAPQAwEAAAAseggAAAAyCgADXAIBAAAALHoIAAAAMgoAAyoBAQAAACh8CgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAAAECAiJTeXN0ZW0AdS4AigEAAAoABgAAAC4AigECAAAAnNYZAAQAAAAtAQIABAAAAPABAQADAAAAAAA=)

A significant change that we have proposed that that the assignment of weights to the attributes of the individual context. This makes the dataset even more sparse. This can be done by first converting the table 1 in the bit matrix like shown in table 2.

**Table 2**: Bit matrix of Table 1
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The DCW model is given in Equation 2:
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The equation mainly consists of 4 parts:

1. Selection of Neighbors
2. Contribution by Neighbors
3. User Baseline
4. Similarity between users

Selection of neighbors involves selecting all the users from the data who have rated the given item ‘i’ in the given context ‘c’. It is also possible that a neighbor ‘u’ might have rated the movie differently in different context, so to tackle this problem we take maximally similar context of the neighbor and use it for the rating.
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Neighbor contribution is the process of calculating the contribution by the user to the rating of the user. Sometimes it is possible that the neighbor has rated the same item in multiple context differently. So we take the weighted average of the rating given by that neighbor in all the contexts.
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User baseline is the average rating given by that user in that similar context.

Similarity of users is calculated by the weighted Jaccard similarity function and as show in Equation 1.

# 3 Metaheuristics

Recommendation engines, like life, require continuous concerted efforts to arrive at a feasible and desired result. Thus the heuristic approach is built into the fundamental structure of recommendation systems, and this trial and error and continuous improvement structure makes metaheuristics indispensable in optimization techniques. A number of metaheuristic algorithms are available [12, 13] and their efficiency for solving problems helps them stay relevant in optimization domains. Out of all the population based methods or evolutionary algorithms, Particle Swarm Optimization (PSO) and Firefly Algorithm (FA) are the most relevant ones pertaining to our problem set.

## **3.1 Particle Swarm Optimization (PSO)**

This swarm intelligence technique takes inspiration from the behaviour of swarming creatures like bees, and organizational patterns of birds. PSO [9] works by identifying a set of target points, where all particles are plotted in the target space. Once all the target points are obtained, a concerted effort is undertaken in which at each successive step PSO tries to improve the given solution, in an effort to find the value which is closest to the target value. The algorithm at each step hopes that the new target found is better that the previous one, after a number of iterations of this process we finally get the optimal value. Ascribing velocity and direction to particles, it primarily has three components, namely momentum, cognitive and the social component. The first one is used to describe the earlier velocity, due to which the particle was able to reach the current position. Cognition is that property of the particle which makes it want to return to the best possible position/scenario it had come across during its travails to the current position. Finally, the third and the social component, another beautiful feature of this algorithm, describes the tendency of the particle to attach itself or move towards the best possible position in its neighbouring target space.

PSO has a few clear and distinct advantages, which makes it one of the more used and researched optimization algorithms. First is its tendency to be aware and knowledgeable about its environment and the population of particles in the target space that it is working in. Secondly it has a fast convergence characteristic, which makes it time efficient. Finally, PSO has shown to be highly efficacious in obtaining results in static as well as dynamic search spaces.

## **3.2 Firefly Algorithm (FA)**

Firefly Algorithm (FA) [6, 10, 11], another of the metaheuristic approaches that can be utilized in solving optimization problems. One of the main features that brought FA into the limelight was its ability to find optimal solutions even with a low number of iterations, and that too whilst maintain a high convergence rate. Also a swarm intelligence technique, FA works by studying the behavioural pattern of fireflies and how they mate with each other. Glowing in the dark, these bioluminescent creatures make use of their light to attract mates to breed. In the search space, one firefly is used to represent a single candidate. Using the brightness as a metric, these fireflies are then evaluated on their ability to absorb and emit light, as well their inherent attractiveness. Light intensity is the direct measurement of how attractive a firefly is. These characteristics of FA are possible because in nature fireflies have some defined features which make them rather unique and interesting: First of all, fireflies are unisex in gender, and attract others only by the strength or intensity of their glow. Secondly, it also has the ability to move randomly in search of a brighter prospect. Lastly, the degree of glow of a firefly decreases in proportion to the decreasing distance between them, as the two creatures move towards one another. One of the basic features of any metaheuristic algorithms is its ability randomize the paths occasionally, such that it allows us to avoid local optimums. In FA as well, the randomizing of path factor plays a similar crucial role. After each move of the firefly, its brightness function is updated by evaluating it at this recent position. This brightness function is nothing but representative manifestation of the objective function. At each successive move, the function is evaluated, and if it is found to be better, it is updated at this new location. We set limits to the possible movements, by deciding for how many iterations it can be run, or we can also have a cut-off value, which once reached results in the termination of the algorithm. A number of variations and hybrids have been proposed over time, and many trade-off have also been discussed, however the basic idea remains same, that of models being made based on the behaviours of bioluminescent fireflies, their mating habits and their attractiveness to each other being a characteristic of the degree of their brightness. All these qualities have made them a fascinating phenomenon and their effectiveness has caused us to study it as a problem solving alternate.

# 4 Experimental Setup

We use the data set of a movies recommendation engine. With more than a thousand movies, the data has around fourteen different contexts like the users age, their sex, city, country, time of the day, location, weather, companion, mood, emotional state, interaction (whether it is the first interaction with a movie or n-th time) and so on. The attributes of these contexts are also quite rich, like emotional state has Sad, happy, Scared, Surprised, Angry, Disgusted as its attributes. Since in our research proposal we want to treat each attribute as equally important and contributing feature like individual contexts, thus we have a total of seventy four features, for which we need to calculate the recommendation on. This LDOS – CoMoDa, movie dataset is a sparse one.

# 5 Conclusions and Future Scope

The aim of this paper has been to find and implement an effective, economic and efficacious Context-Aware Recommendation System (CARS), and a humble effort to further the research in how contexts can be further utilized to give desired and accurate recommendations. We improved upon the utilization and inclusion of contexts in CARS by assigning individual weights, to each of the features’ attributes. For example, if mood of the user was one of the contexts, then neural, positive and negative each have been given individual values, thus increasing their significance in giving recommendations. To the best of our knowledge, evaluation and usage of individual contexts has not been studied before. The eventual, extremely low Root Mean Squared Error or RMSE value offers confirmation that their inclusion helps improve the results. CARS first needs weighted contexts to be used as an input in the rating model (DCW here). Thus, we analysed and compared two of the most popular and relevant optimization techniques to be used to provide weights to the contexts. These techniques were the metaheuristic, PSO and FA. Experimental study proved that PSO was more suited for contextual recommendations. It outperformed FA by a fair estimate, and helped make the recommendation system even better. Once these values from metaheuristic approaches were obtained, using Jaccard Similarity, the similarity between different users was found. Here we take DCW and not the relaxation technique DCR, since this is a more accurate and efficient methodology [5]. DCW also been shown to be superior to other rating models as well [3, 4, 14]. Thus using these series of steps, optimal final recommendations were arrived at and they had an extremely low RMSE value, thus giving us an efficient CARS.

One area which requires further research is into the hybrids of Firefly Algorithms that are slowly coming up. Although PSO was proved to be better than many of its versions like BPSO [5], some alternatives still remain untested for implementing CARS. We have employed Jaccard Similarity, however a number of other metrics are available as well, and their usage and effects are worth studying. Using of auto encoders to reduce the dimensionality is also a fascinating area of study and some headway has already been made by Unger et al. [15], and usage of Deep Belief Networks (DBN) as auto encoders might also offer an interesting perspective. Finally, the usage of contexts in CARS, continues to be one area, where more work and research could significantly change our view of contextual recommendations.
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